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Executive summary

HP CloudSystem Matrix is an infrastructure as a service (laaS) solution for private and hybrid cloud deployments, built on
proven HP Converged Infrastructure technologies, such as HP BladeSystem, Matrix Operating Environment and Cloud
Service Automation (CSA) for Matrix. CloudSystem Matrix is an integrated hardware, software, and services solution that
helps you realize the full value of cloud computing as quickly as possible.

HP CloudSystem Matrix provides the ability to:

 Provision infrastructure and applications in minutes or hours for physical and virtual environments rather than in days or
weeks.

« Reduce total cost of ownership (TCO)' with built-in infrastructure lifecycle management.
» Integrate heterogeneous environments into your laaS infrastructure.

HP Cloud Maps accelerate automation of cloud service deployments and ensure consistency and reliability of the
implementation of infrastructure service catalogs. The HP Cloud Map for QAD Enterprise Applications EE (Enterprise Edition)
includes physical and virtual templates to automate the infrastructure provisioning and deployment for QAD Enterprise
Applications EE environment.

This paper provides comprehensive information for you to take an HP CloudSystem Matrix environment and integrate QAD
application server, Red Hat Enterprise Linux, VMware virtualization, HP infrastructure orchestration (I0), HP storage
technology, and HP ProLiant servers, to generate a comprehensive cloud solution by following a series of documented
steps. This Cloud Map has been tested and verified by HP Cloud Map and QAD Enterprise Applications EE experts.

This document describes the process used to import both templates (physical and virtual) into a target CloudSystem Matrix
and customize them for use. It details specific areas of the template that you will need to modify in order to successfully
import the templates into the HP Matrix OE infrastructure orchestration designer interface.

Target audience: This document is for IT managers, database and system administrators, and experienced users who wish
to learn more about the capabilities of HP Matrix Operating Environment and how it can be used to provision QAD Enterprise
Applications EE. Knowledge of the HP CloudSystem Matrix and the underlying components will be helpful when reading this
white paper. Please see the For more information section at the end of this paper for links to additional information on
these topic areas.

How to utilize this HP CloudSystem Matrix template

This section describes the process to download the template.

Download the template

To utilize this template, first download the HP Cloud Map for QAD Enterprise Applications EE from the HP Cloud Maps site at
hp.com/go/cloudmaps. The template package is formatted as a zip file, named QAD-Enterprise-Applications-2012-EE.zip,
so you should find an appropriate directory and unzip the file.

Contents of the HP Cloud Map for QAD Enterprise Applications 2012 EE

The Cloud Map contents are shown in Table 1 below.

Table 1. HP Cloud Map for QAD Enterprise Application contents

Filename Description

QAD Enterprise Applications 2012 EE Virtual.xml Virtual server template
QAD Enterprise Applications 2012 EE Physical.xml Physical server template
HP Cloud Map for QAD Enterprise Applications EE.htm Additional information

" See the HP white paper: The business case for HP CloudSystem Matrix, http://h20195.www?2.hp.com/V2/GetDocument.aspx?docname=4AA2-5606ENW



http://www.hp.com/go/cloudmaps
http://h71028.www7.hp.com/enterprise/downloads/QAD-Enterprise-Applications-2012-EE.zip
http://h20195.www2.hp.com/V2/GetDocument.aspx?docname=4AA2-5606ENW
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Solution environment for Virtual servers

The instructions in this document assume you have already set up your CloudSystem Matrix, HP Virtual Connect (VC)
infrastructure, Central Management Server (CMS), and server deployment tools (HP Insight Control and a hypervisor such as
VMware ESX). You will need to set up the network connections required for QAD Enterprise Applications 2012 EE, as
described in the Networking reguirements section of this document.

This template was validated using HP Matrix OE 7.1 and HP ProLiant BL460c G7 server blades including QLogic QMH2562
8Gb FC HBAs in an HP BladeSystem c7000 enclosure with two HP Virtual Connect (VC) FlexFabric 10Gb/24-Port Modules and
two HP VC 8Gb 20-Port FC Modules. The server where Matrix OE was installed is known as the Central Management Server
(CMS). To download HP CloudSystem Matrix firmware, go to hp.com/qgo/matrixcompatibility.

Table 2 lists the firmware and software versions used during validation.

Table 2. Firmware and software levels

Component Version

Servers HP BL460c G7

Server type Virtual (3 servers)

Storage/Firmware HP 3PAR T800/ 3.1.1 (MU2)

Application QAD Enterprise Applications 2012 EE and QAD Deployment Tool (2.08.010)
HP Onboard Administrator 3.56

HP Virtual Connect Manager 3.70

HP Integrated Lights-Out 1.28 (L0 3)

QLogic Fibre Channel Adapter ROM BIOS 2.15; Firmware: 5.03.02

Operating System Red Hat Enterprise Linux (RHEL) 6.2 x86_64 and
Microsoft® Windows® Server 2008 R2 Enterprise 64 bit

Hypervisor VMware ESX 5.0.0

HP Matrix OE 7.1

Additional software Apache Tomcat 6.0.32 and Java SE Runtime Environment (build 1.6.0_21)

Overview for Virtual environment

The HP Cloud Map for QAD Enterprise Applications EE provides a virtual reference template to deploy three servers —a QAD
Enterprise Applications EE server with Red Hat Enterprise Linux 6.2 X86_64 and two test servers running Red Hat Enterprise
Linux 6.2 x86_64 and Microsoft Windows Server 2008 R2 EE. The template automatically deploys Linux and Windows
virtual servers for QAD enterprise solutions. The template assumes that a VMware ESX host is configured on HP
CloudSystem Matrix and the customer has the required OS guest VM images.

Before you can utilize Matrix OE infrastructure orchestration to deploy an application service, such as QAD Enterprise
Applications EE server, an infrastructure orchestration template must be built to describe the specific details of the service
that will be deployed. This includes details around the server, storage and network requirements for the service; for
example, the number of servers required, type of servers, and various processor and memory requirements for each of the
servers. Once the application requirements have been gathered, this information can be used to build and publish the
representative infrastructure orchestration template. Once the template is completed and published, you can login to the
self-service portal and select to provision the service.

One of the benefits of a template driven approach to service creation is the opportunity to employ significant
standardization across the various applications in the data center. Instead of a customized request for each application
service, templates can be defined that represent various configurations of an application. This type of standardization will
not only lead to consistent and repeatable provisioning processes but can help reduce the human error factor when
approaching each application deployment as an isolated, customized event.


http://www.hp.com/go/matrixcompatibility
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HP Cloud Map for QAD Enterprise Applications EE design details
This white paper describes an infrastructure orchestration template to provision an environment suitable for one QAD
Enterprise Applications EE server and two additional servers to verify the environment.

The figure below shows the QAD Enterprise Applications template.

Figure 1. QAD Enterprise Applications template
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Resource pool requirements for Virtual environment

The following three sections outline the specific resource requirements that are necessary in the environment to
successfully provision the QAD Enterprise Applications template.

Server pool requirements
This template deploys 3 virtual servers with a minimum of 4GB memory and 1 virtual CPU each — one QAD Enterprise
Applications EE server and two test servers.

Storage pool requirements

The template uses a 10GB boot disk for each RHEL 6.2 virtual server and 40GB boot disk for the Windows Server 2008 R2
EE virtual server. In order for the template to deploy successfully, you will need to pre-configure your storage pool entries
and virtual machine datastore to ensure those storage resources are available.

Networking requirements

Standard requirements for the QAD Enterprise Applications EE installation include network connectivity for communication
between the QAD Enterprise Applications EE server and the two test servers, which are used to verify functionality. This
template assumes three networks: Deploy, Mgmt_A, Prod_A. This may or may not meet your environment requirements,
however using this reference template and then using the management components it is possible to customize it to meet
your site’s specific configuration.
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Importing the template for Virtual environment

Import the template

After downloading the Cloud Map, the template file can be imported directly into the infrastructure orchestration designer.
The template file has the appropriate resource attributes already configured. From the Matrix infrastructure orchestration
designer portal, select the “Import” button as shown in Figure 2.

Figure 2. Infrastructure orchestration Designer
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There are currently no open templates.

To create a new template, press the "New" button above,
otherwise select a template from the Existing Templates list.
Double-click or right-click on the template to open it.
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The following dialog will be presented. You should find the file you downloaded and select it here; then press “Open”. This

will import the template into infrastructure orchestration.

Figure 3. Upload a template
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Because the template defines networking, storage and VMware ESX master image requirements, you will encounter the
following error upon import. This is normal; you will need to reconfigure the boot properties to select a VMware template on

your system. This will be described later.
Figure 4. Reconcile imported template data
Reconcile Imported Template d;:ta: .éllllﬂware I[.Jl Mismatch
Imported template QAD Enterprise Applications 2012 EE Virtual disks reference software which is not found an this CWS. This will
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After import, you should see a template that looks like Figure 5. You will notice that the Validation Status is showing errors.
If you select the Show Issues button, it will highlight the areas requiring attention.

Figure 5. QAD Enterprise Applications 2012 EE Template
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Figure 6 shows errors that need attention highlighted in red. The first is the networks that were defined in the template do
not exist on the target system, so you will need to assign the networks to those that exist on your site. We will now go

through the steps required to address this issue.

Figure 6. Example template showing errors
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Edit server configuration
To address the networking configuration, right click on the deploy network icon and select “Edit Network Configuration”.

Figure 7. Edit the network configuration
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This will bring up the network configuration dialog shown in Figure 8. In this dialog you will specify which network should be
used for deployments of this template on your site. Click the “Select a specific network” radio button. This will display all of
the networks configured on your site. Select the network that you want to use for this template. The networks that appear
as available for use are those that have been defined in Virtual Connect and configured in infrastructure orchestration with a
range of network addresses. For further information on configuring the networks in infrastructure orchestration, refer to the
Infrastructure Orchestration User Guide.

Figure 8. Configuring the network
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As you can see, when you select the network, the details of this network are shown on the dialog, including how many
addresses are available in the address pool for this network. After you configure the deployment network, you need to
configure the management and production networks. Follow the same process by right clicking on the respective network
icons and selecting the network you have configured for management and production.

11
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Edit server configuration

Next we need to edit the server configuration. Right click on the “SvrGrp1” server group icon and select “Edit Server Group
Configuration”.

Figure 9. Edit the server configuration
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The server configuration dialog will be displayed. On this dialog, you will see a red X on the Software tab. Select that tab and
you will see the following.

Figure 10. Configure the software deployment job (Linux)
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This dialog will show all of the base 0S software options that are configured in the environment. From here you will need to
select the software deployment entry that will install the correct image.

You will need to follow the same procedure to select the template for the “SvrGrp2” server group.

Note: The OS template boot disk size may vary based on the VMware template.

13
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Similarly we need to edit the server configurations for the Windows virtual machine. Right click on the “SvrGrp3” server
group icon and select “Edit Server Group Configuration”.

Figure 11. Configure the software deployment job (Windows)
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As before, this dialog will show all of the VMware templates that are configured in the environment. From here you will need
to select the template that will install the correct image for the selected virtual machine. You will also need to specify the
sysprep file that matches your VMware template, as shown in the red box.

Note: The OS template boot disk size may vary based on the VMware template.

14
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After importing and addressing site specific configuration issues, you should see a template that looks like Figure 12. You

will notice that the Validation Status is not showing any errors.

Figure 12. Example Application Server template
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Save and publish the template

Now the template Validation Status should be green, so we can save and publish the template. Insert comments in the
Notes section that will help your users know when to choose this template, click on the checkbox next to “Published”, and

click on the Save icon to save the template.

Figure 13. Save and publish the template

Ha O W L8 E [

Mew  Sawe Save Az Delete  Import  Export  Defaults

QAD Enterprise Applications 2012 EE Virtual
FPuhblished
rable

stormnizable

=
Deploy SwriGrpd

Prod_a

Di sk
10241 ME [boot]

Wirtual

Nl

Disk2
10241 ME [boot ]

wirtual

Your users will now be able to select and deploy this template from the HP 10 User Portal.

- [

Disks
40951 ME [baot]

Twea Wirtual RHELE .2



Technical white paper | Implementing the HP Cloud Map for QAD Enterprise Applications EE

Create the service

Once the template edit is complete and configured for your environment, a service can be created by logging into the
infrastructure orchestration Self Service Portal, navigating to the Templates tab, selecting the QAD Enterprise Applications

2012 EE Virtual template, and selecting the Create Service button as shown in Figure 14. In the Create Service window, enter

a service name. The example in Figure 14 shows a Hostname Completion string of “1”. Using this completion string, the
hostnames that will be created are “Inxvm11” and “lnxvm21” for the Linux-based virtual machine and “winvm1” for the

Windows-based virtual machine.

Figure 14. Create the service
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two other virtual servers running Red Hat Enterprise Linux 6.2 and Microsoft Windows Server 2008 for validation purposes.
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Solution environment for Physical servers

The instructions in this document assume you have already set up your CloudSystem Matrix, HP Virtual Connect (VC)
infrastructure, Central Management Server (CMS), and server deployment tools (HP Insight Control and a hypervisor such as
VMware ESX). You will need to set up the network connections required for QAD Enterprise Applications 2012 EE, as
described in the Networking reguirements section of this document.

This template was validated using HP Matrix OE 7.1 and HP ProLiant BL460c Gen8 server blades including QLogic QMH2572
8Gb FC HBAs in an HP BladeSystem c7000 enclosure with two HP Virtual Connect (VC) FlexFabric 10Gb/24-Port Modules and
two HP VC 8Gb 20-Port FC Modules. The server where Matrix OE was installed is known as the Central Management Server
(CMS). To download HP CloudSystem Matrix firmware, go to hp.com/qgo/matrixcompatibility.

Table 3 lists the firmware and software versions used during validation.

Table 3. Firmware and software levels

Component Version

Servers HP BL460c Gen8

Server type Physical(1 server) and Virtual (2 servers)

Storage/Firmware HP 3PAR T800/ 3.1.1 (MU2)

Application QAD Enterprise Applications 2012 EE and QAD Deployment Tool (2.08.010)
HP Onboard Administrator 3.56

HP Virtual Connect Manager 3.70

HP Integrated Lights-Out 1.05 (iLO 4)

QLogic Fibre Channel Adapter

ROM BIOS 3.13; Firmware 5.06.04

Operating System Red Hat Enterprise Linux 6.2 x86_64 and Microsoft Windows Server 2008 R2 Enterprise 64 bit
Hypervisor VMware ESX 5.0.0
HP Matrix OE 7.1

Additional software

Apache Tomcat 6.0.32 and Java SE Runtime Environment (build 1.6.0_21)

Overview for Physical environment

The HP Cloud Map for QAD Enterprise Applications EE provides a reference template to initially deploy one physical and two
virtual servers —a QAD Enterprise Applications EE physical server with Red Hat Enterprise Linux 6.2 x86_64 and two virtual
test servers running Red Hat Enterprise Linux 6.2 x86_64 and Microsoft Windows Server 2008 R2 EE.


http://www.hp.com/go/matrixcompatibility
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HP Cloud Map for QAD Enterprise Applications EE design details

This white paper describes an infrastructure orchestration designer template to provision an environment suitable for one
QAD Enterprise Applications EE server and two additional servers to verify the environment. The template provisions an HP
Private Cloud environment comprising of 1 physical server and 2 virtual servers.

The figure below shows the QAD Enterprise Applications template.

Figure 15. QAD Enterprise Applications EE template
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Resource pool requirements for Physical environment

The following three sections outline the specific resource requirements that are necessary in the environment to
successfully provision the QAD Enterprise Applications template.

Server pool requirements

This template deploys one physical server that requires a minimum 4GB of memory and 1 processor, and two virtual servers
that each requires a minimum 4GB of memory and 1 virtual CPU.

Storage pool requirements

The template uses 40GB for the boot disk of the physical server, T0GB for the boot disk of the Linux virtual machine, and
40GB for the boot disk of the Windows virtual machine. In order for the template to deploy successfully, you will need to
pre-configure your storage pool entries and virtual machine datastore to ensure these storage resources are available.

Networking requirements

Standard requirements for the QAD Enterprise Applications EE installation include network connectivity for communication
between the QAD Enterprise Applications EE server and the two test servers, which are used to verify functionality. This
template assumes three networks: Deploy, Mgmt_A and Prod_A. This may or may not meet your environment
requirements, however using this reference template and then using the management components it is possible to
customize it to meet your site’s specific configuration.
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Importing the template for Physical environment

Import the template

After downloading the Cloud Map, the template file can be imported directly into the Matrix infrastructure orchestration
designer. The template file has the appropriate resource attributes already configured. From the Matrix infrastructure
orchestration designer portal, select the “Import” button as shown in Figure 16.

Figure 16. Infrastructure orchestration Designer
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Components ,B ) (.-., T ) D
Hew Import Defaults

There are currently no open templates.

To create a new template, press the "New" button above,
Existing Templates otherwise select a template from the Existing Templates list.
Double-click or right-click on the template to open it.

Published (£)
wiarking (20

Mewy Templates (0)
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The following dialog will be presented. You should find the file you downloaded and select it here; then press “Open”. This
will import the template into infrastructure orchestration.

Figure 17. Upload a template

% Select file to upload by localhost
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Filez af type: IXML Files j Cancel |
E
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Because the template defines networking, virtual storage and VMware ESX master image requirements, you will encounter
the following error upon import. This is normal; you will need to reconfigure the boot properties to select a VMware
template on your system. This will be described later.

Figure 18. Reconcile imported template data

Reconcile Imported Template data: Software ID Mismatch

Imported template QAD Enterprise Applications 2012 EE Virtual disks reference software which is not found an this CWS. This will
typically happen when importing templates developed in a different deplovment enviranment. Either select replacement software
from the list helow and click Finish, or click Cancel and select software for these disks later.

Select software for server group SvrGrp1
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After impeort completes, you will need to select other software in the configuration

dialog for the boot disk.

Select software for server group SvrGrp2
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Mo software with name RH62x64 Template exists in your deployment environment.
After import completes, you will need to select other software in the configuration

dialog for the boot disk.
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After import, you should see a template that looks like Figure 19. You will notice that the Validation Status is showing errors.
If you select the Show Issues button, it will highlight the areas requiring attention.

Figure 19. QAD Enterprise Applications 2012 EE Template
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Figure 20 shows six errors that need attention highlighted in red. The first is the networks that are defined in the template
do not exist on the target system, so you will need to assign the networks to those that exist on your site. We will now go
through the steps required to address this issue.

Figure 20. Template showing errors

B la b 9 4 H B

Mew  Sawe Sawe Az Delete  Impot  Export  Defaults

QAD Enterprise Applications 2012 EE Physical

Fublished alidatior . . Orne Physical RHELE

Fer hle

Customizahle

Disk1
40 GE [boct ]

Wirtual

e

Di sk
10722 ME [boot]

Wirtual

Diskz
40961 ME [boot]

23



Technical white paper | Implementing the HP Cloud Map for QAD Enterprise Applications EE

Edit network configuration
To address the networking configuration, right click on the deploy network icon and select “Edit Network Configuration”.

Figure 21. Edit the network configuration
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This will bring up the network configuration dialog shown in Figure 22. In this dialog you will specify which network should
be used for deployments of this template on your site. Click the “Select a specific network” radio button. This will display all
of the networks configured on your site. Select the network that you want to use for this template. The networks that
appear as available for use are those that have been defined in Virtual Connect and configured in infrastructure
orchestration with a range of network addresses. For further information on configuring the networks in infrastructure
orchestration, refer to the Infrastructure Orchestration User Guide.

Figure 22. Configuring the network
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As you can see, when you select the network, the details of this network are shown on the dialog box, including how many
addresses are available in the address pool for this network. After you configure the deployment network, you need to
configure the management and production networks. Follow the same process by right clicking on the respective network
icons and selecting the network you have configured for management and production.
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Edit server configuration

Next we need to edit the server configuration. Right click on the “SvrGrp1” server group icon and select “Edit Server Group

Configuration”.

Figure 23. Edit the server configuration

= B R v R I R = R

Mew  Save Sawve Az Delete  Import  Export

Lefaults

QAD Enterprise Applications 2012 EE Physical

omizable

Q

Deploy

Mgrot_A.

=]

Frod_&

26

One Physical RHELE.2, o

FC-SAN
¢ (T
| | Edit Server Group Configuration | i3
SurGry Disk
Delete Ttem GE [boot]
.~ Print...
|I Setkings...
Sur G Global Settings. ..
Esd About Adobe Flash Plaver 114,402,265, ..
Wirtual
L. e ° Ej o
!
SurGrp3 Disk3
ESH WM 40361 ME [boot)



Technical white paper | Implementing the HP Cloud Map for QAD Enterprise Applications EE

The server configuration dialog will be displayed. On this dialog, you will see a red X on the Software tab. Select that tab and

you will see the following.

Figure 24. Configure the software deployment job (Linux physical machine)
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This dialog will show all of the base 0S software options that are configured in the environment. From here you will need to
select the software deployment entry that will install the correct image.
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Next we need to edit the server configurations for the virtual machines. Right click on the “SvrGrp2” server group icon and
select “Edit Server Group Configuration”.

Figure 25. Configure the software deployment job (Linux virtual machine)
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This dialog will show all of the VMware templates that are configured for the environment. From here you will need to select
the template that will install the correct image for the selected virtual machine. In this case the Red Hat Enterprise Linux 6.2
template.

Note: The OS template boot disk size may vary based on the VMware template.
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Similarly we need to edit the server configurations for the Windows virtual machine. Right click on the “SvrGrp3” server
group icon and select “Edit Server Group Configuration”.

Figure 26. Configure the software deployment job (Windows virtual machine)
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As before this dialog will show all of the VMware templates that are configured in the environment. From here you will need
to select the template that will install the correct image for the selected virtual machine. You will also need to specify the
sysprep file that matches your VMware template, as shown in the red box.

Note: The OS template boot disk size may vary based on the VMware template.
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After importing and addressing site specific configuration issues, you should see a template that looks like Figure 27. You

will notice that the Validation Status is not showing any errors.

Figure 27. Example Application Server template
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Save and publish the template

Now the template Validation Status should be green, so we can save and publish the template. Insert comments in the
Notes section that will help your users know when to choose this template, click on the checkbox next to “Published”, and
click on the Save icon to save the template.

Figure 28. Save and publish the template

= R R v A I R = B B

MHew  Save Save As  Delete Impot  Export  Defaults

QAD Enterprise Applications 2012 EE Physical

E B0 Yalidation Status:
rable
stormizahle
Liﬂu{iﬂ\__ FC-58H
e 0O o I Jo o | o
Deploy Sl..l.rErp'i Di=k
40 GE [boot)
Linu:_@.__ Wirtual
e 0O o |
SurGrp2 Dizkz
Mot 5 ESH WM 10241 ME [boot]
Windrs @ wirtual
e 0D .o |
SuriGrp3 Dizkz
Prod_a ESH UM 40361 ME [boat)

Your users will now be able to select and deploy this template from the HP 10 User Portal.
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Create the service

Once the template edit is complete and configured for your environment, a service can be created by logging into the
infrastructure orchestration Self Service Portal, navigating to the Templates tab, selecting the QAD Enterprise Applications
2012 EE Physical template, and selecting the Create Service button as shown in Figure 29. In the Create Service window,
enter a service name. The example in Figure 29 shows a Hostname Completion string of “1”. Using this completion string,
the hostnames that will be created are “lnxpbl1” for the Linux-based physical server, “lnxvm1” for the Linux-based virtual
machine and “winvm1” for the Windows-based virtual machine.

Figure 29. Create the service for QAD Enterprise Applications 2012 EE
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Deployment of a QAD Enterpri_1_2 service begins after you click Submit. If all the required resources are available three
servers will be created, one physical server running Red Hat Enterprise Linux 6.2 to host QAD Enterprise Applications EE and
two virtual servers running Red Hat Enterprise Linux 6.2 and Microsoft Windows Server 2008 R2 EE for validation purposes.

Summary

For IT teams, infrastructure provisioning can be both time-consuming and resource-draining. Every time a business unit,
application owner, or development team requests resources, a lengthy process begins: IT experts must capture system
requirements, design the solution from scratch, and then identify resources that are currently available and those that need
to be procured.

HP Matrix OE infrastructure orchestration allows you to provision your infrastructure consistently and automatically from
pools of shared resources via a self-service portal. You can rapidly provision resources ranging from a single virtual machine
(VM) to complex, multi-tier environments that include physical servers, VMs, and storage systems.

With CloudSystem Matrix, powered by Matrix OE, application services can be quickly provisioned using infrastructure
orchestration templates. This enables IT organizations to develop service-driven, standardized application deployment
processes.
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Appendix A: About QAD Enterprise Applications EE
Reproduced with permission of QAD, Inc.

About QAD

QAD provides innovative enterprise software and services for global manufacturers: gad.com

About QAD Enterprise Applications EE

QAD Enterprise Applications is a complete integrated suite of software solutions designed to accommodate the needs of a
new generation of software users at manufacturing companies around the world.

The suite has been tailored with specific functionality that improves visibility into the wide variety of manufacturing and
supply chain processes in a number of industries, and allows people who work in a single plant or in a globally distributed
organization to control all aspects of their businesses more easily than with other software solutions.

QAD solutions have seamless integration with Microsoft Office and deliver the ease-of-use features today’s users expect for
top productivity. For example, Process Maps visually describe the flow of the complete suite of QAD Enterprise Applications,
providing a framework for business process design based on proven best-in-class practices.

QAD Enterprise Applications provide many valuable features, including:
» Ease of Use — QAD Enterprise Applications are easy to use, quick to implement, and intuitive for users to learn. Flexible
workflows and automation help make customers more efficient faster.

= Process Standardization - QAD provides a set of best practice process maps that can be modified to suit each individual
company's changing processes.

» Governance, Risk and Compliance — QAD Enterprise Applications meet business and legal compliance requirements by
country and industry.

» Global Platform — QAD provides a combination of software and services that can be implemented around the world.

» Deployment Independence - QAD Enterprise Applications are available on-demand, on-premise or on-appliance, to serve
the unigue IT and business requirements of each respective customer.

» Rapid Implementation - QAD has developed a proprietary methodology for fast, effective implementation and upgrades.

» Product Evolution — QAD continues to evolve QAD Enterprise Applications to meet the needs of global manufacturing
companies.

The QAD Enterprise Applications EE module group includes Enterprise Financials which provides the ability to manage and
control businesses at a local, regional and global level with solutions for accounting, regulatory compliance, financial
reporting and other critical business requirements.

In addition, the following module groups are available with QAD Enterprise Applications EE:
» QAD Customer Management — Provides improved responsiveness through collaboration and management of customers
and demand

« QAD Manufacturing — Enables companies to reduce costs and increase throughput using the latest manufacturing
scheduling technigues, including the capability to fully support Lean adoption

= QAD Supply Chain — Includes modules that help improve the management of supply and suppliers through real-time
collaboration

» QAD Service and Support — Provides the capability for after-sale service and support of products. Manages Warranty
Tracking, Services Calls, and Returns and Repairs

« QAD Enterprise Asset Management — Manages the life cycle of capital assets from planning to installation, supports
preventive maintenance and repair, and manages parts inventory cost-effectively

» QAD Analytics — Helps companies analyze data to measure business performance in key areas

= QAD Interoperability — Allows database portability and operating system flexibility, and works with QAD QXtend
integration layer to enable access to all elements of QAD Enterprise Applications. Also includes QAD'’s Product Information
Management solution.
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Figure 30. QAD Enterprise Applications Architecture
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QAD Enterprise Applications EE Logical Realization of Deployment Components

QAD uses a standard reference architecture which is fully implemented for QAD Enterprise Applications EE. The diagram

below shows the logical

realization of that architecture.

Figure 31. Logical Reference Architecture
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For more information

HP CloudSystem Matrix hp.com/go/matrix

HP Cloud Maps hp.com/go/cloudmaps

HP Matrix Operating Environment hp.com/go/matrixoe

HP Matrix OE technical documentation hp.com/go/moe/docs

HP CloudSystem hp.com/go/cloudsystem

HP BladeSystem technical resources http://h71028.www?7.hp.com/enterprise/cache/316682-0-0-0-121.html
HP Operations Orchestration hp.com/qo/00

HP BladeSystem hp.com/go/bladesystem

“HP SAN design reference guide” — best http://h20000.www?2.hp.com/bc/docs/support/SupportManual/c00403562/
practices for SAN design c00403562.pdf

QAD gad.com

QAD Enterprise Applications 2012 EE gad.com/erp/QAD-Enterprise-Applications
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